1. Main Text

A banking system is one of the main pillars of every country’s economy. It plays an important role in economic growth and development. It has a crucial function to prosperity, new opportunities, new job vacancies and the overall welfare of the country. Thus, every citizen which believes in the way this system functions, carries various daily transactions in commercial banks such as; deposit funds, apply for loans, set up accounts according to our needs, use ATMs and much more (Banking System: Definition & Types, 2016).

As one of the ways the commercial banks can have an impact on the supply of the money is through deposits or loans (Tyler Lacome, 2019). A deposit is an important step for every citizen who has some amount of savings and is searching for safe and secure ways to have some benefits on their funds. A bank deposit can be defined as the process when the citizens trust their funds to a financial institution for a period of time and earn a percentage at the maturity date, for choosing this option compared to all the other options available in the market (Kagan, 2021). The percentage earned is known as deposit rate and plays an important role in the financial market (Gavurová et al., 2019). The interest margin is defined as the difference between the interest received and paid, and it accounts for a significant portion of the bank's earnings or in other words, it is the gap between the lending and deposit rate. This interest band has a high impact on the intermediation function of the banks.

Above said, the main purpose of this thesis is to develop a model, which examines the effect of potential indicators on Bank’s deposit rate. As such, this research addresses the following research questions:
“To what extend are deposit rates, in Western Balkans, affected by microeconomic and macroeconomic variables?”
To answer the research question, the study will focus on the deposit rates of Albania, Kosovo, Montenegro, North Macedonia, Serbia, and Bosnia and Herzegovina. The reason why these countries are chosen is because their economic traits and historical events are very alike. Moreover, another similarity is that these countries are not part of the European Union and joined the monetary and economic union. The period considered for this research is 2010-2017 (Douglas, 2008).

2. Literature Review

Since 1935, Fisher has published a writing called “The design of experiments” where he mentions the relation between growth rate and saving decisions. In his writing, he states that the level of savings alters by age, thus a difference in population will influence savings as well as interest rates of a market. Moreover, Fisher mentions that interest rates significantly impact the decision of consumers regarding the consumption and their request for funds. In addition, in a research by Park and Peristani (1998), it was stated that GDP per capita and deposit rates have an adverse relation.

In contrast, deposit rate and inflation are most likely to have a positive correlation. This relation derives since it will be necessary for banks to raise deposit rates in order to encourage citizens to trust their funds in financial institutions. In another article, Keynes and Hansen state that a declining population is connected with a decline in consumer spending. The result will be a rise of saving rates and consequently a rise in deposit supply. Overall, they conclude that there is a direct correlation between population growth and deposit rates, since more supply lowers the price. Consequently, a rise in deposit supply lowers the deposit rates.

Additionally, in a study by Berument called “The impact of inflation uncertainty on interest rates in the UK” Inflation and GDP per capita were examined as two of the most essential macroeconomic metrics considered in their research. Every one of them yields the same result. Economic growth, as measured by GDP per capita, is predicted to have an adverse impact on deposit rates, as there will be higher demand for deposits from households. Furthermore, Masahiro, Yasuaki, & Keiko (2009) and Murata & Hori (2006) state that deposit rate has a positive relation to bank risk in their research. Based on their results, citizens may be concerned about the safety of their savings, and will only incur the risk if the return is substantial. This means, for risky investments, financial institutions should offer higher rates as a return to cover the opportunity cost of investing in a safer alternative. McDermott (2013), in one of his speeches, noted that the reason behind the natural interest rate lowering is the drop-in population growth rates. Based on his research, slower population growth is converted to a smaller labor force, requiring less investment to employ the average worker. Meanwhile, a decrease in investment is converted to decreased interest.

In 2014, there was an argument by Sebastian Westie which suggests that a combination of decreasing and perhaps negative equilibrium real interest rates and a zero lower bound on nominal rates might make full employment hard to achieve. A substantially lower rate of interest is thought to be triggered by reduced population growth (Westie, 2019). Another study shows that the non-performing loans ratio appears to have a direct impact on deposit rates. In their research it is stated that the key explanation for this is that raising this percentage raises the bank’s risk and the risk of default (Ojeaga, Paul & Odejimi, Omosefe, 2013). In a study of FK, Salami in 2018, the deposit rate was used as a key indicator of economic market and activity in his research. He looks into the significance of interest rates for the market and underlines the logical reasons for conducting more research in this field. According to Patton, deposit rates have an impact on the economy’s level of saving and investment, and also the borrowing costs. The condition of a bank’s liquidity is calculated as the financial institutions net excess reserves (NER) with the central bank. Banks’ liquidity is a fundamental factor for implementing an effective monetary policy: to have the short-term rates under control and having a significant impact on other rates (Faure, Alexander Pierre, 2014).

Bikker investigates the effects of bank details on deposit rates in his work known as "Determinants of Interest Rates on Time Deposits and Savings..."
Accounts: Macro Factors, Bank Risk, and Account Features” (2017). Liquidity is expected to have a negative effect on deposit rates, based on his research. Because it has enough cash to deal with short-term liabilities, a liquid bank does not find it necessary to raise rates to entice new depositors. Furthermore, a liquid bank boosts citizens’ trust in putting their funds there.

In a research named “Population growth and savings rates: Some new cross-country estimates”, (Christopher, 2005) analyzes the movements of population rates and the interest rate trend. To conclude, the research states a rising age of a nation because of a decline in the population growth will cause a raise in savings and loans as well as a decrease in natural rate of interest. Therefore, this will be translated to a decrease of deposit rate.

3. Methodology

Deposit rates are determined by a multitude of elements. In this thesis we are going to study a few of them that we believe are the most important and have the highest effect. The variables considered are inflation, non-performing loans, GDP per capita, population growth and liquidity rate. We will define each variable in this part, as well as the projected influence they will have on our dependent variable. In our study we will carry a multiple regression analysis of panel data for six nations of Western Balkans for the years 2010 to 2017 included in this study. Albania, Kosovo, Bosnia and Herzegovina, North Macedonia, Montenegro, and Serbia are the countries studied. Data was acquired from reliable references, such as, the World Bank, International Monetary Fund, National Bank of Albania, and the Central Bank of Serbia and the Central banks of each of the countries involved. EViews is the statistical platform used to complete econometric analysis where you can easily manage your data, run model simulations, make predictions as well as generate high quality tables and graphs for publication or inclusion in other applications.

3.1. Model Specification

To analyze the relationship among the dependent variable of Deposit rate and the five independent variables; inflation rate, liquidity rate, population growth, non-performing loans and GDP per capita we will conduct various tests including unit root, Heteroskedasticity, Multicollinearity, normality test etc. to make sure that our model satisfies all the determined statistical assumptions to derive conclusions.

Dep rate=f (inflation, NPL rate, liquidity rate, GDP per capita, pop growth)

In this paper, our research question is broken down into the following hypotheses:

H1: GDP per capita is expected to have a negative impact on Deposit rate
H2: inflation is expected to have a positive impact on Deposit rate
H3: Liquidity rate is expected to have a negative impact on Deposit rate
H4: Non-performing loan is expected to have a positive impact on Deposit rate
H5: Population growth rate is expected to have a positive impact on Deposit rate.

4. Empirical Findings

In this section we will see if all assumptions are accomplished and the determinants of the regression model in this statistical analysis are significant enough to provide necessary information regarding the deposit rate. The confidence level used as a benchmark through this research will be 5 percent. It is significant to emphasize that the regression is linear, which satisfies the assumption of the linearity of the regression.

4.1. Unit Root

The evidence taken by the tests using Dickey-Fuller unit root displayed that the non-stationarity problem is present for all variables. The next step we take to solve this issue is to transform all the variables into growth rate by taking the difference of one period before. In models with low observation this method may be an issue as we loss at least one observation but in our case the number of observations is enough huge not to concern about this issue.

The following is the hypothesis that will be tested:

Null hypothesis: Variables are not stationary
Alternative: Variables are stationary
The probability value must be lower than 0.05 so that we can reject the null hypothesis and state that the variables in our model are stationary as we would like them to be in order to have a proper model. The ADF test is used to test the stationary. One by one, the variables will be evaluated.

We notice that from five variables only the NPL rate is not stationary with a value of 0.9912 which is higher than the benchmark of 0.05. Meanwhile, the other variables are stationary. However, after integrating the variable in the first difference and since in this case it appears stationary with a p-value of 0.0234 we continue to run the regression, after we confirm that all the variables are stationary.

The Hausman test is also known and referred to by statisticians as a model misspecification test. The Hausman test allows to decide whether to choose a fixed effects model or a random effect one, in panel data analysis (data analysis across time for different entities). The best option is random effects, according to the null hypothesis; the alternative hypothesis is fixed effects, according to the alternate hypothesis. (Stephanie, 2020).

When the required modifications are done, the amount of cross sections is 6, which is the same as the number of independent variables. As a result, we cannot utilize random effect estimates or perform the Hausman Test.

### 4.2. Normality test

We constructed the residual series just for the independent variables to check for the error-normality terms. The following is the hypothesis that will be tested:

- Null hypothesis: Residuals are normally distributed
- Alternative hypothesis: Residuals are not normally distributed

Jarque-probability Bera's value is 0.050012, which is slightly more than 0.05. As a result, we will be unable to reject the null hypothesis and will infer that the residuals are normally distributed. However, because the sample size is more than 30, even if the residuals are not normally distributed, this will not be an issue.
4.3. Heteroscedasticity Test
The White test will be done using EViews statistical software to see if the assumption of homoscedasticity is met. The following is the hypothesis that will be tested:

Null hypothesis: Variance of the error term is constant (Homoskedastic)
Alternative hypothesis: Variance of the error term is not constant (Heteroskedastic)

The white test used to identify whether the model is homoscedastic or not provided enough evidence to not reject the null hypothesis, showing that the variance of the error term is the same. The result of the F-statistic test showed that the probability is 0.1352 and is more than the significance value of 0.05 applied throughout all this study (0.1352 > 0.05). The White test concluded that the model is homoscedastic.

4.4. Residuals analysis
The following tests are used in this part to establish the absence of heteroscedasticity and serial correlation, in order to approve and trust the regression model’s results. The tests show whether the residuals contain any systematic information that could have a major impact on the explanation of the dependent variable but isn’t involved in the regression model.

Table 7: Heteroscedasticity test

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEPOSIT_RATE</td>
<td>-0.300102</td>
</tr>
<tr>
<td>GDP</td>
<td>0.000000</td>
</tr>
<tr>
<td>LIQUIDITY_RATE</td>
<td>-0.002928</td>
</tr>
<tr>
<td>POE_GROWTH</td>
<td>0.135508</td>
</tr>
<tr>
<td>NPL_RATE</td>
<td>0.018812</td>
</tr>
<tr>
<td>INFLATION</td>
<td>0.027666</td>
</tr>
<tr>
<td>DEPOSIT_RATE(-2)</td>
<td>0.234812</td>
</tr>
</tbody>
</table>

4.5. Auto correlation
The degree of correlation of the same variables between two successive time intervals is referred to as autocorrelation, or as also referred to as serial correlation. The autocorrelation value varies from -1 to 1. Negative autocorrelation is defined as a number between -1 and 0. Positive autocorrelation is defined as a value between 0 and 1. Autocorrelation can be beneficial in technical analysis for the equity market because it provides information about the trend of a set of historical data. Durbin Watson’s value in the equation estimate output is 1.879, which is near to 2. This indicates that our model is free of autocorrelation.

4.6. Multicollinearity
Explanatory factors in a numerous econometric regression in some cases can be tightly related to one another, implying that one independent variable can be predicted by another independent variable involved in the regression. This behavior can forecast an incorrect estimator, lowering the total accuracy of the regression significantly. In cases When multicollinearity is detected, the standard error of the coefficients has the tendency to increase, and slight changes in the data found can sometimes amplify the results or change the sign of the coefficients in the model. It is critical to emphasize that the regression model’s findings are used in other studies to solve or examine the effect of other economic or social concerns. As a conclusion, imprecise coefficient values might result in incorrect or divergent conclusions, causing responsible people to make poor decisions. Our research paper has a model with five independent variables. Thus, the chances of facing multicollinearity is higher. However, this problem was not part of our model since the results showed that there is no variable which is higher than the benchmark of 0.8. In this way, we can state that there is no multicollinearity in our econometric regression model. Therefore, the null hypothesis which states that there is no multicollinearity cannot be rejected. We can conclude that also this assumption is satisfied.
4.7. Cross sections dependence test

Cross section dependence can be caused by unobserved (or unobservable) common causes, or it can be caused by spatial or spillover effects. This challenge has been the subject of a lot of recent study on non-stationary panel data. The first-generation panel unit root and co-integration tests were clearly visible.

Null hypothesis: No cross sections correlation in residuals
Alternative hypothesis: There is cross section correlation in residuals

The probability value of Breusch Pagan Ml is equal to 0.2675 which is bigger than 0.05. Thus, we conclude that we do not reject the null hypothesis and conclude there is no serial correlation between residuals. Based on the test results, we can state that all of the economic assumptions predetermined and globally accepted are met and that our econometric model can provide valid estimators. BLUE estimations can be obtained correctly using our model. It has a high degree of precision in measuring the impact of each macroeconomic, demographic and bank features variable examined in this study on the deposit rate.

The values for the p-value test must be lower than the benchmark of 5% in order to have significant variables in our model.

- The value of probability of GDP per capita is 0.000 which is smaller than 0.05 so we reject the null hypothesis. This means that GDP per capita is significant at 5% significance level and has a positive impact. Meanwhile from the previous studies, we were expecting a negative impact. This may be explained, since during the period studied, GDP per capita has high values for all the countries. For instance, a GDP per capita level, means that citizens will be more willing and able to make investments. Therefore, an increase in GDP per capita will also increase deposit rates, so that the banks can attract more citizens to trust their funds on them and no other options available.

- The value of probability for Inflation rate is 0.4855 which is bigger than 0.05 so we do not reject the null hypothesis and conclude that inflation is not significant at the 5% significance level. It seems that inflation is not a significant as we thought it could be to deposit rate. A reason for this may be the fact that except Serbia, the other countries do not show drastic fluctuations in inflation rate during the period studied.

- The value of probability for Liquidity rate is equal to 0.0212 which is less than 0.05 so we reject the null hypothesis and conclude that liquidity rate is significant at 5% significance level and has a negative impact.

- The value of probability of Non-performing rate is equal to 0.2164 which is bigger than 0.05 so we fail to reject the null hypothesis and conclude that NPL rate is not significant at 5% significance level. In contrary of what we expected, non-performing rate is not significant for the deposit rate. Maybe because the fact that the debtor did not make the payment at the determined time does not affect the deposit rate directly and does not impact as much so that the policy makers make changes on the rate of deposit because of this factor, even though it has a positive effect.

- The value of probability for Population growth is equal to 0.0146 which is smaller than 0.05 so we reject the null hypothesis and conclude that Population growth rate is significant at 5% significance level and has a positive impact.

- The value of probability for Deposit rate is equal to 0.3707 which is bigger than 0.05 so we
fail to reject the null hypothesis and conclude that the Deposit rate (-2) is not significant at 5% significance level.

4.9. Coefficient Interpretation
The Coefficient of GDP per capita is 0.0024 which means that for one unit increase in Deposit rate, it will have a direct impact on GDP per capita, which will increase by 0.0024 units, ceteris paribus. The coefficient of Liquidity rate is -0.0149, which means that for one unit increase in Deposit rate, it will have a negative impact on liquidity rate, which will cause a decrease of 0.0149 units, ceteris paribus. The Coefficient of population growth is 0.8242 which means that for one unit increase in Deposit rate, it will have a direct impact on population growth, which will increase by 0.8242 units, ceteris paribus. Thus, we can conclude that the only negative relationship in this model is between deposit rate and liquidity rate. The other variables, as supported by different literature reviews, have a positive and direct relationship, ceteris paribus.

5. Conclusions
The purpose of this research paper is to have a clear picture of the factors which have a significant effect on the deposit rates for the Western Balkans countries for the period 2010-2017. Overall, the tests confirm that our research is a good model since it satisfies all the econometric assumptions. The analysis is conducted in three perspectives including: macroeconomic, demographic and bank features. In addition, each factor is analyzed carefully to have a better understanding of each country’s conditions. After giving an overall view for each variable and detailed analysis the following conclusions are derived:

The above-mentioned perspectives are all significant to the deposit rate, which is the dependent variable. Consequently, none of these perspectives can be neglected if it is necessary to study the deposit rate on all of the dimensions it involves. Moreover, from the econometric analysis we notice that the population growth rate is the variable with the highest influence out of all the factors considered. This means that the demographic feature has a higher impact on further changes that may happen to deposit rate compared to macroeconomic and bank features, even though it is a factor whose significance in the economic factors is discovered and involved during the last years in empirical analysis.

In addition, GDP per capita is the variable with the highest statistical influence in our model at all the confidence levels considered. On the contrary, NPL and inflation are two variables that are not considered as having a significant impact on deposit rate according to the empirical analysis. So, we can conclude that these two factors do not have a high influence on the rates of Western Balkans countries. Moreover, four out of five variables part of this empirical analysis have a positive impact on the deposit rate, which means if an increase or decrease happens to them, it will directly affect the deposit rate. On the other hand, the fifth variable, which is the liquidity rate, has a negative effect on the deposit rate.
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